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Abstract

With a growing debate over tighter firearm regulations, we consider an often overlooked
consequence of increased firearm access: an increase in firearm suicides. Using data from
the federal criminal background check system, we consider the impact of firearm ownership
of firearm suicide rates. To deal with concerns of identification, we instrument for firearm
background checks with state-year level Google search intensity for phrases that reflect fear
of future gun shortages and learning about the constitutional rights of firearm owners. We
find that an increase in firearm ownership has a sizable and statistically significant impact
on firearm suicide rates. A 10% increase in firearm ownership increases firearm suicide rates
by 2.8%. Furthermore, we find no effect of gun ownership on non-firearm suicide rates,
suggesting our findings are not simply capturing a suicide method substitution effect. The
results are robust to a variety of validity tests. Our results make clear the link between
firearm ownership and firearm suicide rates, which have increased dramatically over the last
decade.
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1 Introduction

Each year, more than 22,000 Americans end their own life with the use of a gun, despite an abun-

dance of telephone crisis lines, school and community based intervention programs, and innovation

in depression pharmacotherapy. A back of the envelope calculation using actuarial value of life

suggests the abatement costs of these firearm suicides would be nearly 131 billion. The magnitude

of this cost is similar to a country in the 70th percentile of output just disappearing out of the

blue, every single year.

To understand the determinants of this public health crisis, we focus on the impact of firearm

availability on suicides. Figure 1 shows the evolution of firearm background checks in the US along

with the evolution of suicides by firearm over the last 15 years. First, note the downward trend

in firearm suicides in the early 2000s, broken by a sudden sharp increase in suicides. This sharp

increase coincides with a spike in firearm background checks.

There is a danger in drawing sweeping conclusions from simple charts like those in Figure 1.

For example, a bout of national depression may have hit the country causing both an increase in

firearm sales and an increase in suicides. Or perhaps, a national increase in suicidal people led to

a similarly large increase in gun purchases. Alternatively, the evolution of these two phenomena

may be totally unrelated and only chance led to similar patterns.

Nonetheless, the patterns are interesting and suggestive, and in the present work, we seek to

disentangle and uncover any causal relationships if present. We proceed by looking for a plausible

source of exogenous variation in gun sales and gun ownership unrelated to issues of mental health

and suicide. Such a source of exogenous variation will allow us to make causal statements about

the impact of increased firearm sales on suicides by firearm.

Our identification strategy uses concern regarding future access to guns as an instrument for

present gun sales. That is, if agents are worried about access to guns in the future, they will

intertemporally substitute future gun ownership with present gun ownership. To capture this

intertemporal concern, we use Google Trends search intensity for key words related to the second

amendment and gun bans. Agents searching for these terms are likely concerned about future
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access to gun ownership and the rights of gun owners, but not likely directly contemplating suicide.

In response to this concern about future access, agents are likely to buy guns today. We consider

the impact of moving future gun sales into the present on suicides by firearm. Using state-level

variation in gun sales predicted by Google Trends search intensity for future gun restrictions, we

estimate the impact of these plausibly exogenous additional guns on suicide rates. Our first stage

results suggest that intertemporal gun ownership concerns do predict current gun sales well, and

these estimates are robust to additional socio-economic controls.

The second stage results imply that additional guns do have a statistically significant and eco-

nomically meaningful effect on suicide by firearm rates. Our estimates imply that a 10% increase in

gun sales leads to a 2.8% increase in suicides by firearm. When additional socio-economic controls

are included, the results remain highly statistically significant with point estimates ranging be-

tween 1.3 to 3.7%. The identification strategy deployed here is important, as failure to instrument

for gun sales results in insignificant and small point estimates.

To test the robustness of our results and methodological approach, we consider a variety of

alternative specifications. Importantly, when we consider the impact of instrumented gun sales on

non-firearm suicides, we find no statistically significant effect. This finding is key for two reasons.

First, our approach would predict no effect on non-firearm suicides as the chain of events leads from

additional access to guns to additional suicides by firearm because of greater access to firearms.

The lack of a statistically significant finding thus supports the implied mechanism. Second, access

to guns could simply substitute suicide by alternative means to suicide via firearm. This would

imply an increase in suicides by firearm and an equal decrease in suicide by other means. Our

lack of such a finding implies these additional suicides would likely not have occurred otherwise,

representing a true social cost of additional firearms.

We test the validity of our instrument by replicating the exercise using Google Trends searches

for the 27th Amendment as an instrument. Our concern is that, if our instruments really do

measure a chain of events starting with fear of future gun shortages and ending with intertemporal

substitution of firearm purchases, then our results should not spuriously replicate with other
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Google Trends search phrases. To test our identification claim, we instrument for gun sales using

searches for the 27th amendment, and find no statistically significant effects, providing additional

support for our instruments.

Another concern is that Google trends data is not capturing intertemporal gun substitution,

but rather forces related to Internet access. For example, if people are more isolated socially, they

may spend more time on the Internet, which may result in higher intensity of all Google searches

including searches related to future gun ownership. More socially isolated individuals may also

be more likely to commit suicide. To show that our results are not capturing variation in social

isolation, we include search intensity for keywords like “porn” that reflect potential state level

Internet usage intensity. Our results are robust to the addition of this social isolation control and

other controls for mental health at the state-year level.

The results presented here suggest that gun ownership has significant social costs in the form

of additional suicides. The notable run-up in gun ownership over the last decade has coincided

with a startling increase in suicides. Our findings suggest these processes are not unrelated, and

that addition gun ownership leads to increased suicide by firearm rates.

The rest of the paper proceeds as follows. Section 2 discusses related literature, while Section

3 introduces the data. Section 4 lays out the empirical approach and results. Section 5 concludes.

2 Related Literature

Focus on the determinants of suicide has gained new-found interest from economists recently, as

the increase in suicide rates has become more pronounced over the last decade. Case and Deaton

(2015) find that changes in self-reported measures of well-being are poor predictors of changes in

suicide rates. However, they do find that physical pain is a strong predictor of suicide in many

contexts.

Perhaps due to data limitations, or perhaps on account of the stigma surrounding topics like

suicide and gun ownership, there have been limited attempts at establishing a causal impact of
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gun ownership on firearm suicide rates. The previous empirical literature on the topic, much of

which comes from medical research, is based on exploring partial correlations. While there is an

abundance of empirical papers on the topic of suicide, there are fewer economic theory papers

on the topic. One possible explanation may be the inappropriateness of a rational framework for

understanding suicides. We proceed by summarizing the theory underpinning our economic under-

standing of suicide thus far, and then follow up with a synopsis of the econometric investigations

into the relationship between gun ownership and suicide.

An economic theory of suicide was first proposed in Hamermesh and Soss (1974), who built a

mathematical model to show that, given a cost of maintaining oneself through the aging process,

there is a point where the (marginal) cost of living exceeds the (marginal) benefit of each year of

life. The implication of this marginal analysis is that a rational agent would take the appropriate

suicidal measures at the point where the marginal cost of living exceeds the marginal benefit.

We feel that in many ways, this paper provides an example of forcing an issue in to a rational

framework perhaps against its will. While there are certainly cases where a rational agent with

perfect foresight could optimally choose to commit suicide in a given moment, this framework lacks

usefulness for understanding many suicides. Thinking about the topic within the bounded ratio-

nality framework presented in Rubinstein (1998), we feel that the suicide contemplating agent may

not have the skills necessary to justify that suicide is the optimal course of action. Specifically, we

believe that in the Hamermesh and Soss (1974) framework, the suicide contemplating agent lacks

the ability required to precisely and accurately calculate both the monetary and non-monetary

gains from years of life to come, while simultaneously overestimating the costs of maintenance as

a result of their current emotional state of being.

An updated approach to this rational framework is presented in Marcotte (2003), who proposes

an innovation that allows for suicide attempts to affect both the maintenance cost of living and the

probability of reaching next year, conditional on making it to this year. This model is consistent

with survey data that finds most suicide attempts are not fatal, and individuals who attempt

suicide but survive have higher incomes than individuals who report feeling suicidal but do not
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actually attempt suicide.

Becker and Posner (2004) introduces greater uncertainty over the life cycle of an agent when

considering rational utility-maximizes behavior for unhappy individuals. The framework provides

valuable corrections and extensions to the Hamermesh and Soss (1974) optimizing approach, al-

lowing for greater testable predictions of the rationality theory of suicide.

Fundamentally, the criticism of Becker and Posner (2004) and Marcotte (2003) is the same as

for Hamermesh and Soss (1974), that it forces an issue that is otherwise doubtfully rational into

a rational framework. There are many reasons to believe that an economic agent contemplating

suicide has behavior that may not fit the homo economicus paradigm. For example, it is possible

that mental illness is cognitively taxing in such a way that the agent’s judgment is clouded,

prohibiting that agent from forming a complete ordering of preferences regarding future states of

the world. Such agents would be unable to weigh the gains and losses appropriately.

Additional economic approaches to suicide have focused on decision theory modeling, but with

less demanding rationality requirements. Cutler et al. (2001) study the startling rise of youth

suicides over the last half of the 20th century, and consider alternative theoretical frameworks to

explain this rise, especially in light of the declining rates at the time for other age groups. Their

preferred theoretical interpretation for the youth results focuses on a signaling theory of suicide

attempts, since most youth suicide attempts fail, where a suicide attempt is interpret as a signal

for help. They also find evidence that supports a contagion view of suicide, which relies on social

pressures plus variability in emotions for youths.

Especially noteworthy for our purposes here, they consider an instrumental view of suicide

where access to easier suicide might increase the rate of suicide. The data they considered does

not allow for a clean test of this instrumental theory of suicide view, leaving an open question we

consider more rigorously here.

Seiden (1977) found that many suicides appear to be the result of impulsive behavior, where

individuals who take their own lives often do so when confronting a severe, but temporary crisis.

Simon et al. (2002) found that, among people who made near-lethal suicide attempts, 24% took
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less than five minutes between the decision to kill themselves and the actual attempt, and 70%

took less than one hour. Rich et al. (1986) found that at-risk teenagers are more likely to act

impulsively in suicidal ideations, and are more likely to be affected by the means at hand.

The impulsive decision-making process of suicide is also addressed in the literature by studies

of survivors. Chapdelaine et al. (1991) found that, in cases of men who survived a self-inflicted

gunshot wound, subsequent suicide attempts were uncommon. Peterson et al. (1985) found that,

of self-inflicted gunshot wounds which were considered fatal without emergency medical treatment,

none of the 30 subjects studied had written a suicide note, and more than half reported having

suicidal thoughts for less than 24 hours. Furthermore, within two years of follow-up, none had

attempted suicide or died.

If suicide attempts are not strictly rational, then opportunity and method may have significant

effects on suicide rates. Using data from Canada, Chapdelaine et al. (1991) find that 92% of gun

attempts resulted in death, compared to 78% by carbon monoxide or hanging, 67% by drowning,

and 23% by drug overdose. Hemenway et al. (1995) found that 21% of gun owners store a gun

both loaded and unlocked, and that in 14% of gun-owning homes with children, a gun is stored

both loaded and unlocked. If guns are more plentiful and available, and if suicides are not a purely

rational decision, then the increased availability of guns could lead to more suicide attempts and

suicide deaths given the higher firearm success rate.

The substitutability of suicide method may be an important factor in understanding suicide

patterns. Under the rational suicide framework, substituting one method for another would depend

on the relative opportunity cost of each method. If access to a gun is made more difficult, the

agent would move to the next best suicide method. Assuming the cost of the next best method

was not significantly greater, the rational framework would predict only minor changes in suicide

attempts as a result of slightly higher method costs. On the other hand, if suicide attempts are

often impulsive, then easier access to firearms could lead to greater firearm suicides without a

commensurate decline in non-firearm suicides.

Fischer et al. (1993) find that there is an imperfect substitutability among methods of sui-
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cide. They find that restricting access to a frequently used means of suicide such as firearms can

reduce total completed suicides by altering the composition of suicides to less effective methods

and because alternative methods are less socially acceptable, thus decreasing the probability of

being used. Related research has found that factors other than intent matter with respect to the

completion of a suicide attempt. Seiden and Spence (1984) analyze data from suicide patterns at

the Golden Gate Bridge and the Oakland Bay Bridge, and find that availability, suggestion, and

symbolic factors affect the choice of suicide method and location.

Correlational evidence of the relationship between gun ownership and suicide rates is much

more prevalent in the literature from the medical profession than it is for economics. Using a

matched pairs research design, Kellermann et al. (1992) find that keeping a firearm in the home

was strongly associated with an increased risk for suicide, estimating an adjusted odds ratio of

4.8. A matched pairs identification strategy depends upon the belief that after matching on

certain observable characteristics, all other differences are randomly distributed. In this study,

authors matched on sex, race, age, and neighborhood. However, unobservable characteristics such

as mental health could easily lead to households acquiring more guns and being more likely to

commit suicide.

Furthermore, their investigation is conducted only in two counties, both selected for being

large and being at opposite “extremes” of racial composition, which leaves concerns regarding

external validity. Nonetheless, the approximation of a more credible research design to tease out

the treatment effect in Kellermann et al. (1992) is an improvement over correlative studies that

use regional or international cross-sectional variation, such as those in Kaplan and Geling (1998),

Markush and Bartolucci (1984), or Molina and Duarte (2006).

In the empirical economics literature, the focus on guns and suicide was hampered since firearm

suicide was actually used as a proxy for gun ownership (see Cook and Ludwig (2006)). The closest

paper to our approach here is Lang (2013), who uses NICS background checks as a proxy for gun

ownership and studies the correlation between this proxy and suicide rates using panel data. The

attempt to deal with endogeneity in that paper focuses on youth suicides under the assumption
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that youth are not able to legally purchase guns. However, as discussed previously the challenges

to identification are severe and sample dis-aggregation is unlikely to eliminate all identification

concerns related to measurement error, simultaneity, and omitted variables. Our use of Google

trends data to proxy for intertemporal gun ownership substitution provides a credible path to

identification.

The relationship between gun ownership and crime has received more attention in the economics

literature, with rigorous debate surrounding the hypothesis that guns increase/decrease crime.

The evolution of this literature is summarized in Aneja et al. (2011). While the topic is different,

many of the econometric challenges are the same. From this econometric discussion, we focus our

attention on panel data that allows us to control for state and time trends as well as confounding

covariates. However, whereas the “more guns, more/less crime” literature struggles to deal with

the endogeneity of crime and Right-to-Carry (RTC) laws, our identification strategy provides

plausible exogenous variation in gun ownership through intertemporal substitution based on lack

of future access to guns.

Our empirical strategy will rely on instruments that provide time varying measures of con-

sumer interest in various topics. Choi and Varian (2012) gives a thorough overview of the search

volume index. They show the utility of SVI as a time varying measure of consumer preferences

and interests for predicting and forecasting economic statistics like motor vehicle sales, home sales,

unemployment claims, and tourism. The field of finance has recently taken interest in the search

volume index as an improvement for covariates formerly proxied on account of limited data avail-

ability. As an example, Da et al. (2011) use Google Trends data to measure investor attention.

They find evidence that increases in the search volume index for stock tickers correlate highly with

increases in stock prices and eventual reversals of the high prices. Vlastakis and Markellos (2012)

use search volume for a stock ticker to proxy demand for information about the company for

interested investors. Vitt (2017) uses Google Trends to instrument for e-commerce use intensity

with search intensity for various keywords like “porn” and “cat videos”, and we borrow aspects of

this strategy to confirm robustness of the approach. Our intent is to use Google Trends data to
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measure demand for information that might lead an agent to intertemporally substitute a future

gun purchase into a present gun purchase.

3 Data

The first step in our analysis is to define a measure of gun ownership. Given that there is no

standardized database that directly tracks ownership of guns, we rely on the National Instant

Criminal Background Check System (NICS), maintained by the Federal Bureau of Investigations

since 1998. This system is used by firearms vendors to determine the worthiness of a prospective

firearm buyer. Prior to completing the sale, a call to the FBI or other designated agency is

conducted to ensure the customer is not prohibited from purchasing a firearm, and this is recorded

as a NICS check.1 This metric does not represent the total gun ownership or the number of firearms

in a given state, but it does proxy changes in the stock of gun owners as well as changes in the

accumulation of firearms in the state, while also capturing changes in intent to own a firearm.

Thus, we can think of the NICS metric as being a measure of gun ownership that is observed

with some measurement error that will necessitate an instrumental variable approach to isolate

the exogenous variation in gun ownership.

The validity of background checks as a proxy for gun ownership is discussed in Lang (2013).

The literature has considered other proxies for firearm ownership at the national and census level

using the General Social Survey, but this source is inappropriate for lower levels of observation

such as the state in a given year. The CDC Behavioral Risk Factor Surveillence System also

collects some data on firearm ownership, but not with sufficient granular information to be useful

at the state-year level. Duggan (2001) uses subscriptions to Guns & Ammo as a proxy for firearm

ownership, with limited success. Although there are concerns with non-compliance, private gun

purchases, and transfers across state lines, Lang (2013) shows that NICS background checks are

comparable to alternative measures of gun ownership at the national and census level, and thus

1Prohibitions include people convicted of a crime punishable by imprisonment for at least one year, people who
have been documented as addicted to controlled substances, and people who have been adjudicated as mentally
defective, among others.
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likely to be useful proxies at lower levels of aggregation over time.2

Our data on suicides by firearm come from the Center for Disease Control’s mortality records.

In particular, we use the Public-Use files for Multiple-Cause-of-Death records, which is available

from 1999 until 2014. These files are drawn from all death certificates files in the United States

in a given year. Causes of death are classified according to the International Classification of

Disease 10th edition (ICD-10) standards. We focus on Intentional Self Harm codes, which we

further distinguish between intentional self-harm with a firearm and all other intentional self-

harm deaths. The use of the CDC suicide data has been used in a variety of economic contexts

recently, ranging from international trade (Pierce and Schott (2016)) to pain epidemics (Case and

Deaton (2015)), among others.

These records track all deaths and report not only the cause of death, but demographic variables

of interest such as race, sex, and age. We use this mortality data to construct the total number of

suicide deaths in a state over time, as well as to partition suicide deaths in firearm suicides and

non-firearm suicides. Doing so allows us to investigate whether an increase in gun ownership has

a substitution effect on the method of suicide, or if gun ownership increases suicide rates at the

margin by enabling those already considering it to more easily make a rash decision and commit

suicide. We present the average firearm suicide rate and average firearm background check rate

nationally over time in Figure 1.

Collecting search intensity data is as simple as visiting the Google Trends page.3 To find

search intensity one enters a keyword or search phrase into the “Explore Topics” field at the top

of the page. Once the phrase is submitted to Google Trends, a time series graph showing the

variation in search intensity for the phrase over time is returned. Search intensity can be refined

by geographic unit (countries, states, MSAs, etc.) and over time from 2004 until present. The

search volume index is reported on a monthly basis as the total monthly query volume for the

particular keywords or phrases as a fraction of the total number of search queries in the geographic

area that month. Google then normalizes the maximum query share for the time period of interest

2For a recent survey of gun ownership acquisition without a background check, see Miller et al. (2017).
3www.google.com/trends or trends.google.com
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to 100. We aggregate these monthly values to an annual search volume index by averaging over

the months in the year.

We believe that spikes in gun purchases today are largely stemming from an aversion to ex-

pected future firearm shortages. It should be the case that when the rumor mill starts to spread

word of gun confiscation squads or impending bans on certain weapons, the rational reaction by

consumers is to substitute away from future personal security purchases in favor of purchasing

that equipment today. This line of thought drives our decision to include several keywords from

Google Trends as instruments in order to measure consumer concerns about future firearm short-

ages. For this purpose, we have selected to include state level search intensity for “gun bans”.

This phrase reflects that consumers are curious about the prospects of a potential gun ban, and

are seeking information on the Internet to either validate or invalidate their concerns. Similarly,

we include state level search intensity for the phrase ”second amendment” in order to measure the

accumulation of knowledge about the rights of firearm owners. We present the state level variation

in the search intensity for these phrases in Figure 2 for selected states. In this graph, we see that

there is significant variation in the search volume index for these phrases within states, as well as

across-state differences in the search intensity relative to the peak search intensity for the state.

Additional state and year controls were collected to control for additional factors that may be

correlated with our instrument and possibly with suicide rates. Demographic data such as popu-

lation estimates, median income, the percentage of the population between 18-24, the percentage

of the population that is African-American, and the veteran population are sourced from the U.S.

Census Bureau. Data on the state unemployment rate is sourced from the U.S. Bureau of Labor

Statistics. Crime data is taken from the FBI’s Uniform Crime Reporting (UCR) program, while

prison population statistics come from the Bureau of Justice Statistics. In a series of robustness

checks, we use proxies for mental health from the CDC’s annual Behavioral Risk Factor Surveil-

lance Survey (BRFSS). Our complete sample covers all 50 states and DC from 2004 until 2014.4

4Our primary sample has 561 observations, but we lose some observations due to missing Google Trends data
and missing socio-economic controls. For the Google Trends data, four states (Delaware, Rhode Island, Vermont,
and Wyoming) are missing data for ”gun ban” searches because the intensity was not above the threshold Google
Trends sets for reporting. 8 other states are missing a single observation, mostly from 2004 or 2005. Additional
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Summary statistics are reported in Table 1.

4 Empirical Analysis

First, to get a sense of the relationship between firearm suicide rates and guns, we consider an

empirical strategy without instruments. Panel data estimates are presented in Table 2. The

first observation is that a naive approach that did not fully exploit panel data information would

conclude that gun background checks are positively associated with firearm suicide rates, and are

statistically significant (columns 1-3). When both state fixed effects and time trends are included

to account for both state invariant heterogeneity and national trends in both gun sales and suicide

rates, the partial correlation is extremely close to zero, though still significant (column 4). The

estimated effect and statistical significance varies with socioeconomic controls in columns 5-7. The

relationship of interest being unstable in this manner reinforces the need for a better identification

strategy before attempting to draw conclusions.

This initial exercise provides evidence about over-interpreting trends like those found in Figure

1 as causal. However, given concerns about selection bias, measurement error, and simultaneity,

the results in Table 2 should be taken as preliminary rather than definitive.

As a result, we proceed following our instrumental variable estimation strategy. Our preferred

specification estimates the elasticity of firearm suicide rates with respect to gun background checks,

while controlling for additional factors that may influence firearm suicide rates and be correlated

with our instrument. Our preferred specification is:

ln(Firearm Suicide Ratest) = θ0 + α ˆln(Gun Background Checksst)

+ Controlsstβz

+ States + g t+ εst

(1)

observations are dropped due to missing 2014 control variables, particularly share of veterans in a state. Finally,
DC is dropped when prison population controls are included because the DC prison population includes federal
prisoners, making the data unreliable for DC.
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where the dependent variable is the log number of firearm suicides per 100,000 population in state

s for year t. Our variable of interest, ˆln(Gun Background Checksst), is the log predicted number

of NICS background checks in the state for the given year from the first stage results. Included

in Controlsst are population, the proportion of the population that have veteran status, the

proportion of the population that are in prisons, the proportion of the population that are young

(18-25), the proportion of the population that are black, the median income, the unemployment

rate, and the violent crime rate. In Eq. (1), States represents a state fixed effect that accounts for

any time-invariant determinants of suicide, such as differences in cultures towards suicide across

geographic borders as explored in Neumayer (2003). Time trends are included to account for

unobserved national forces driving suicide rates. To address the concerns regarding undersized

standard errors when shocks may be correlated at a geographic level, as in Bertrand et al. (2004),

we cluster observations at the state level as we view this as the most appropriate level for likely

correlations in shocks to suicide, although results are robust to alternative assumptions about

error term correlations.

Given concerns regarding our proxy for gun ownership via background checks, a classic mea-

surement error problem, and to address (omitted) time varying confounding factors, we adopt an

instrumental variables strategy. We instrument for gun background checks using Google search in-

tensity for “second amendment” and “gun bans”. To isolate exogenous variation in gun ownership,

our first stage specification is as follows:

ln(Gun Background Checksst) = θ1+π1ln(gun ban search intensityst)

+π2ln(second amendment search intensityst)

+Controlsstδ

+States + π3t+ rst

(2)

Our identification strategy relies on the idea that, through intertemporal substitution, con-

sumers respond to a fear of future firearm shortages (perhaps due to anticipation of regulatory

changes) by substituting away from future firearm purchases in favor of firearm purchases in the
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current period.

Furthermore, we argue that these search phrases, which measure the expectation of future

difficulty to attain firearms and learning about constitutional rights respectively, influence suicide

only through increasing the stock of guns today. An increase in the stock of guns today increases

the ease of making an impulsive decision to kill oneself with a gun. It seems unlikely that searches

for these keywords would be direct determinants of suicide themselves. This exclusion restriction

is akin to saying that the fear of future gun shortages in and of itself is not the reason people are

committing suicide. To account for possible correlations between search intensity and other factor

that may influence suicide rates, we include additional economic and demographic controls in our

IV estimation.

Before turning to the first stage results, we consider some graphical anecdotal evidence of the

relationship between the instruments and our proxy of gun ownership. Figure 3 shows state-level

partial correlations between Google search intensity for “Second Amendment” and NICS back-

ground checks, after controlling for state population and linear time trends. The figure shows

significant heterogeneity across states, which is important for the implementation of the IV strat-

egy. Although the evidence is anecdotal, it provides initial empirical support for our approach,

which we formally and systematically confirm by estimating Eq. (2).

From Table 3 we note that our hypothesis regarding the relationship between expectations of

future gun shortages, learning about gun owner’s rights, and gun background checks is supported

by the significance of “gun ban” and “second amendment” search intensity. Since the first stage

F statistic is drastically larger than 10, we know that our instrumental variables strategy does not

suffer from a weak instruments problem. Our first stage results strongly suggest that each of our

instruments generates significant variation in the number of gun background checks within the

state over time.

Armed with an empirical strategy suited to address measurement error and omitted variable

bias problems, we are able to paint a clearer picture of the relationship between gun ownership

and suicide. First, consider Table 4, which presents pooled IV and fixed effects IV estimation.
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Results for the pooled cross-section in column (1) are highly insignificant, but the inclusion of

state fixed affects alters the results dramatically. In column (2) and column (3), which includes a

linear time trend to the FEIV model, we see that instrumented gun background checks has a large

and statistically significant effect on firearm suicide rates. For a 10% increase in gun background

checks, there is a 2.8% increase in the firearm suicide rate. This FEIV point estimate is significantly

larger than any of the point estimate results in an approach without instrumentation, as is evident

by comparing Table 4 to Table 2.

While the exclusion restriction is likely valid, there may be some concern that Google trend

searches are correlated with omitted variables that impact both gun background checks and firearm

suicide rates. Table 5 includes additional control variables to account for these possible correla-

tions. Column (1) includes log population, which proxies for density and social isolation, which

has been highlighted as an important factor in suicide rates. Column (3) includes economic and

crime controls that have been stressed in previous literature on suicide rates, while column (5)

includes additional socio economic controls. The net effect of these additional controls is to raise

the estimated impact of gun background checks on suicide rates, suggesting that our instrumented

results are not being driven by omitted factors. After accounting for additional socioeconomic

controls, our results suggest that a 10% increase in gun background checks results in a 3-3.6%

increase in firearm suicides.

Additionally in Table 5 we consider the possibility that state size differences are driving the

results. Unweighted regressions treat all suicide rates equally so that changes in the suicide rate

in California are given equal weight as changes in suicide rates in Delaware. When we weight the

regression by state population, our point estimate falls by about 50%, while statistical significance

actually improves. The estimate effect is still economically large and meaningful, implying a 10%

increase in gun background checks results in a 2% increase in firearm suicides. The difference in

point estimates between weighted and unweighted regressions is consistent with the view that less

populous mountain states may be even more affected by the relationship between gun sales and

firearm suicides.
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To further consider the validity of our approach, and our hypothesized mechanism, we first

consider the effect of guns sales on non-firearm suicide rates. The mechanism we have in mind is

that an increase in the abundance of guns translates directly into more opportunities for someone

to make a rash decision and kill themselves with one. If our experimental approach is valid,

and more gun sales lead to more firearm suicides, then we would not expect to find an effect on

non-firearm suicides.

Any effect, positive or negative, could cast doubt on our approach. If we find a positive effect

on non-firearm suicides, this would imply that whatever effect we are picking up, it is a more

general affect related to suicides, and therefore our hypothesized causal mechanism of more guns

leading to more gun suicides would be questionable. Alternatively, if we find a negative effect

on non-firearm suicides, this would imply that more guns may shift the composition of suicide

method without impacting the fundamental forces driving suicide attempts.5

To test this placebo hypothesis of no relationship between gun ownership and non-firearm

suicide rates, we run a regression similar to Eq. (1) with non-firearm suicide rates as the dependent

variable. Fixed effects instrumental variable results from this placebo specification appear in

Table 6, providing strong evidence that our instrument is not capturing some suicide specific force

unrelated to firearms. Once we account for state fixed effect, time trends, and socio-economic

controls, we find no evidence that gun background checks are impacting non-firearm suicides. In

column (6), when we weight by state population, the point estimate is essentially zero and highly

insignificant. We thus rule out either story related to general suicide trends or suicide method

substitution effects.

To test the validity of our instruments, we show that our selection of instruments is meaningful

in the sense that if we used the search intensity for another constitutional amendment as an

instrument, our results should disappear. If we use a different constitutional amendment search

intensity, and find an effect on suicide rates, this would imply that our primary results are likely

5It is, however, possible that by substituting a firearm suicide attempt for a non-firearm suicide attempt may
increase successful suicides if firearm suicides attempts are on average more likely to result in successful suicides,
as in Chapdelaine et al. (1991).
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spurious and should be discounted. For this purpose, we choose to collect state-year level search

intensity for the phrase “27th amendment”. The 27th amendment, our most recent, prevents

congress from passing any law that would increase or decrease the salary of congress members

until the beginning of the next term. While we see no reason for searches for such an amendment

to be correlated with gun sales, it may be correlated with general unhappiness with social and

political institutions. If this general unhappiness is symptomatic of some deeper unhappiness, it

may be related to suicide rates.

For this validity test, we run a first stage similar to Eq.(2), using only 27th amendment search

intensity as an instrument. Results from this first stage appear in Table 7. The first stage results

show no apparent relationship between 27th amendment search intensity and gun background

checks. Nonetheless, we use this first stage result to regress suicide rates on predicted gun back-

ground checks, and present the results in Table 8. As the results make clear, gun background

checks when instrumented with search intensity for the 27th amendment are unrelated to firearm

suicide rates. The point estimates are similar to those without any instrumenting, although with

much larger standard errors, consistent with a weak instrument problem. The fact that not just

any Google search phrase gives significant results lends credibility to the instruments selected.

For a final series of robustness checks, we try to eliminate alternative stories and mechanisms

driving the results. First, we consider an alternative time trend assumption with a random trend

model, where we estimate a trend coefficient specific to each state. The random trend model is

included to address the concerns in Aneja et al. (2011), namely we may not want to impose that

the trend in suicide rates from a vacation state like Florida is the same as the trend in suicide

rates for more isolated states like Wyoming or Montana. In column (2) of Table 9, we include

state specific linear trends with no noticeable effect on our point estimate. There is disagreement

about the appropriateness of state specific time trends within the guns and crime literature, but

this appears not to matter in our context.6

Next, we consider whether Google search intensity may just be capturing general Internet

6See Aneja et al. (2011)for a thorough discussion of the literature and the disagreement over this assumption.
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usage or even specific Internet usage that may be correlated with anti-social behaviors associated

with suicide risk. The purpose of including a control that measures the intensity of Internet use

is to measure the potential for Internet users to be reclusive as a result of having Internet access.

People suffering from depression or agoraphobia may spend a lot of time at home on the Internet,

and while on the Internet, they may search for a variety of phrases, including constitutional

amendments. These same depressed or socially anxious people also may commit suicide, and

some may buy guns. To separate this lonely Internet user effect from purposeful Internet use that

leads to increased firearms through the previously mentioned channels, we include a covariate of

Internet use intensity.

Ideally, we would pick a search phrase that would capture as wide a cross-section of the state’s

Internet users as possible. A 2012 study found that 30% of all Internet traffic is pornography. For

this reason, we include Google Trends data on the state level search intensity for pornography

as an additional control for Internet access and intensity. Results from adding this Internet use

intensity variable as a control are found in column 3 of Table 9. Again, we find no evidence to

support this alternative interpretation.

An additional concern may be that mental illness may be driving suicides, as well as gun

purchases, although why it would be correlated with Google search intensity for second amendment

rights is unclear. Nonetheless, to rule out mental illness, we first include Google trend search

intensity for Psychiatrist in column (4), with no noticeable impact. Second, using data from the

CDCs annual Behavioral Risk Factor Surveillance System (BRFSS), we calculate state specific

measures of self-reported mental health. Based on survey response data, we calculate the percent

of survey respondents reporting having had at least one not good day of mental health in the last

30 days. Column (5) reports the results, with no statistically significant difference in the estimated

effect of gun background checks on firearm suicide rates. Finally, we include all three additional

covariates for mental health and Internet intensity, state-specific linear trends, and weight each

observation by state population size in column (6). Once again, the point estimate is smaller than

the unweighted specification, but the standard errors are significantly smaller, raising the overall
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significance level. The point estimate is also nearly identical to the comparable estimate from

Table 5, confirming the robustness of our findings.

For a final robustness check, we consider alternative error term assumptions to test the validity

of our inference. In Table 10, we estimate our preferred second stage specification, given in Eq. (1),

with a sequence of different methods for estimating the standard errors of our point estimates. This

sequences begins with conventional standard errors, then robust standard errors a la White (1980),

regional clusters, jackknife, and bootstrap standard errors. In each case, statistical significance

varies between 5% and 0.1%, confirming the inferential resilience of the model.

5 Conclusion

The relationship between access to firearms and firearm suicides is of importance due to the need

to minimize the added social cost of suicide. A lack of rigorous empirical evidence previously

hindered painting a clear picture of the causal relationship between the two. In this paper, we

attempt to make this causal impact clear: that an increase in the number of firearms available

today means increased opportunities for impulsive decisions like suicide by firearm. We utilize an

instrumental variable approach in order to address the measurement error and omitted variable

problems inherent in current measures of gun ownership. With this strategy, we find that an

increase in the number of gun background checks within a state indeed causes a significant and

sizable increase in the rate of firearm suicides within that state. To show that these suicides deaths

are truly suicides that would have not otherwise occurred, we also show that increased firearm

access does not induce a substitution across the various methods of committing suicide.

Our estimates yield a natural way to estimate the economic impact of firearm regulation

policies. Consider a modest policy that would reduce handgun ownership by 20%. This would

be met with a reduction in the firearm suicide rate of approximately 6%. Given the summary

statistics in Table 1, a state of average population would experience approximately 406 firearm

suicides every year prior to the policy change. The change in the firearm suicide rate as a result
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of the policy would reduce firearm suicides to only 379 suicides annually. Put differently, there

would be approximately 27 fewer firearm suicides every year on account of the relatively less

abundant guns providing fewer opportunities for impulsive suicide decisions. With this modest

reduction in firearm ownership, the average state would avoid millions of dollars in foregone

output, in addition to significant benefits from the reallocation of health-care expenditures on

suicide attempt treatment towards other needs.

The benefits of limiting firearm access, purely from the perspective of the reduction in firearm

suicides, only grow when considering states of above average size. Consider California, the largest

state, with average population in the sample of 36.2 million and an average firearm suicide rate

of 4 per 100,000 population. The implication for California is that, prior to the policy change,

it was experiencing nearly 1450 firearm suicides annually, which would fall by almost 96 suicides

annually if new handgun ownership were restricted in the way described above. This would mean

that California would be able to avoid a cumulative economic loss as high as 96 ∗ $6, 200, 000 =

$595, 200, 000 just from the reduced number of suicides that would result from tightening gun

regulations.

The social costs of gun ownership have mostly focused on the impact on crime, and in partic-

ular violent crime. While the relationship between gun ownership and firearm suicides has been

observed in the data, confidence in the underlying relationship was limited by the correlative stud-

ies used to estimate the relationship. Our results here suggest a meaningful causal relationship

between firearm ownership and firearm suicide. Preventable suicides impose enormous costs on

society, and the expanding prevalence of gun ownership has contributed notably to these increased

costs. Future public policy should carefully weigh the benefits and costs of gun ownership, and

the impact on suicide should be included in that cost-benefit analysis.
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Tables

Table 1: Summary Statistics

Variable Mean Std. Dev. Min. Max. N

Firearm Suicide Rate 7.276 3.117 0.844 17.696 561

Non-Firearm Suicide Rate 6.367 1.595 3.43 12.497 561

All Suicide Rate 13.642 3.837 4.897 29.666 561

Log Population 15.106 1.033 13.14 17.474 561

Unemployment Rate 6.314 2.158 2.5 13.8 561

Median Income 54309.696 8301.862 37173 78632 510

Violent Crime Rate 403.639 207.109 87.7 1508.4 510

% Veteran Population 0.083 0.014 0.045 0.111 510

% Young 9.385 0.913 7.219 13.523 510

% Black 11.004 10.841 0 56.419 510

% Prison 0.004 0.002 0.002 0.009 500

Gun Ban Search Intensity 8.393 6.615 0 38.833 561

Second Amendment Search Intensity 17.925 9.024 0 65.75 561
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Table 4: IV and FEIV Regressions of Firearm Suicide Rates on Gun Background Checks

(1) (2) (3)
Log Firearm Suicide Rate Log Firearm Suicide Rate Log Firearm Suicide Rate

Log Gun Background Checks 0.0185 0.163∗∗ 0.279∗∗∗

(0.107) (0.0659) (0.104)
Instruments Gun Ban, 2nd Amendment Gun Ban, 2nd Amendment Gun Ban, 2nd Amendment
Fixed Effects None State State
Trend None None Linear
Std. Error State Cluster State Cluster State Cluster
Observations 508 508 508

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

32



T
ab

le
5:

IV
an

d
F

E
IV

R
eg

re
ss

io
n
s

of
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

es
on

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

L
og

F
ir

ea
rm

S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
G

u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

0.
26

1∗
∗∗

0.
13

2∗
∗

0.
36

9∗
∗

0.
17

3∗
∗∗

0.
30

3∗
∗

0.
20

7∗
∗∗

∗

(0
.0

93
8)

(0
.0

55
6)

(0
.1

62
)

(0
.0

61
1)

(0
.1

21
)

(0
.0

61
7)

L
og

P
op

u
la

ti
on

-0
.9

56
∗∗

-0
.4

37
∗∗

-1
.3

57
∗

-0
.4

21
∗

-0
.8

21
∗∗

-0
.3

86
(0

.4
39

)
(0

.1
89

)
(0

.7
12

)
(0

.2
35

)
(0

.3
27

)
(0

.2
68

)

U
n
em

p
lo

y
m

en
t

R
at

e
0.

00
29

9
0.

00
40

7
0.

00
47

3
0.

00
46

6
(0

.0
03

61
)

(0
.0

02
96

)
(0

.0
03

23
)

(0
.0

03
02

)

M
ed

ia
n

In
co

m
e

-0
.0

00
00

62
0

-0
.0

00
00

16
0

-0
.0

00
00

10
9

-0
.0

00
00

16
5

(0
.0

00
00

60
8)

(0
.0

00
00

19
2)

(0
.0

00
00

31
7)

(0
.0

00
00

20
5)

V
io

le
n
t

C
ri

m
e

R
at

e
0.

00
00

57
3

-0
.0

00
01

60
-0

.0
00

16
7

-0
.0

00
07

79
(0

.0
00

20
4)

(0
.0

00
10

7)
(0

.0
00

12
8)

(0
.0

00
10

8)

%
V

et
er

an
P

op
u
la

ti
on

3.
21

9
3.

01
3∗

(2
.2

53
)

(1
.5

55
)

%
Y

ou
n
g

0.
00

84
2

0.
00

06
78

(0
.0

06
46

)
(0

.0
05

50
)

%
B

la
ck

-0
.0

04
63

-0
.0

08
67

(0
.0

16
5)

(0
.0

08
89

)

%
P

ri
so

n
28

.2
3

31
.8

0∗
∗

(2
6.

46
)

(1
4.

19
)

In
st

ru
m

en
ts

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

F
ix

ed
E

ff
ec

ts
S
ta

te
S
ta

te
S
ta

te
S
ta

te
S
ta

te
S
ta

te
T

re
n
d

L
in

ea
r

L
in

ea
r

L
in

ea
r

L
in

ea
r

L
in

ea
r

L
in

ea
r

S
td

.
E

rr
or

S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
W

ei
gh

t
U

n
w

ei
gh

te
d

W
ei

gh
te

d
b
y

P
op

u
la

ti
on

U
n
w

ei
gh

te
d

W
ei

gh
te

d
b
y

P
op

u
la

ti
on

U
n
w

ei
gh

te
d

W
ei

gh
te

d
b
y

P
op

u
la

ti
on

O
b
se

rv
at

io
n
s

50
8

50
8

46
1

46
1

45
1

45
1

S
ta

n
d

a
rd

er
ro

rs
in

p
a
re

n
th

es
es

∗
p
<

0.
1
0
,
∗∗

p
<

0
.0

5,
∗∗
∗
p
<

0.
0
1
,
∗∗
∗∗

p
<

0.
00

1

33



T
ab

le
6:

F
E

IV
R

eg
re

ss
io

n
s

of
N

on
-F

ir
ea

rm
S
u
ic

id
e

R
at

es
on

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

L
og

N
on

-F
ir

ea
rm

S
u
ic

id
e

R
at

e
L

og
N

on
-F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
N

on
-F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
N

on
-F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
N

on
-F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
N

on
-F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
G

u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

-0
.2

08
-0

.2
10

∗
-0

.0
48

3
-0

.0
59

0
-0

.1
20

-0
.0

28
8

(0
.1

33
)

(0
.1

27
)

(0
.1

56
)

(0
.1

61
)

(0
.1

53
)

(0
.0

71
2)

L
og

P
op

u
la

ti
on

-0
.0

56
1

-0
.2

77
-0

.2
56

-0
.2

28
-0

.4
31

(0
.5

36
)

(0
.5

04
)

(0
.5

31
)

(0
.4

85
)

(0
.3

13
)

U
n
em

p
lo

y
m

en
t

R
at

e
0.

00
44

1
0.

00
48

8
0.

00
38

8
0.

00
38

8
(0

.0
04

49
)

(0
.0

04
25

)
(0

.0
04

54
)

(0
.0

02
83

)

M
ed

ia
n

In
co

m
e

-0
.0

00
00

26
1

-0
.0

00
00

24
9

-0
.0

00
00

38
4

-0
.0

00
00

33
0∗

(0
.0

00
00

27
4)

(0
.0

00
00

26
5)

(0
.0

00
00

37
1)

(0
.0

00
00

17
4)

V
io

le
n
t

C
ri

m
e

R
at

e
0.

00
03

73
∗∗

∗
0.

00
03

75
∗∗

∗
0.

00
04

83
∗∗

∗∗
0.

00
04

21
∗∗

∗∗

(0
.0

00
13

3)
(0

.0
00

12
9)

(0
.0

00
14

3)
(0

.0
00

10
9)

%
V

et
er

an
P

op
u
la

ti
on

1.
65

7
1.

04
5

1.
29

7
(2

.6
18

)
(2

.5
13

)
(1

.5
82

)

%
Y

ou
n
g

0.
00

54
6

0.
00

36
3

0.
00

96
7∗

∗

(0
.0

07
77

)
(0

.0
07

48
)

(0
.0

04
67

)

%
B

la
ck

-0
.0

04
95

-0
.0

21
9∗

∗

(0
.0

15
7)

(0
.0

11
0)

%
P

ri
so

n
-3

3.
68

-1
.5

62
(2

6.
87

)
(2

3.
28

)
In

st
ru

m
en

ts
G

u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

F
ix

ed
E

ff
ec

ts
S
ta

te
S
ta

te
S
ta

te
S
ta

te
S
ta

te
S
ta

te
T

re
n
d

L
in

ea
r

L
in

ea
r

L
in

ea
r

L
in

ea
r

L
in

ea
r

L
in

ea
r

S
td

.
E

rr
or

S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
W

ei
gh

t
U

n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

W
ei

gh
te

d
b
y

P
op

u
la

ti
on

O
b
se

rv
at

io
n
s

50
8

50
8

46
1

46
1

45
1

45
1

S
ta

n
d
ar

d
er

ro
rs

in
p
a
re

n
th

es
es

∗
p
<

0.
1
0
,
∗∗

p
<

0.
0
5
,
∗∗
∗
p
<

0
.0

1
,
∗∗
∗∗

p
<

0.
00

1

34



T
ab

le
7:

F
ir

st
S
ta

ge
R

eg
re

ss
io

n
of

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

on
27

th
A

m
en

d
m

en
t

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

L
og

27
th

A
m

en
d
m

en
t

S
ea

rc
h

In
te

n
si

ty
-0

.0
42

7
0.

15
2

0.
02

74
0.

02
69

0.
02

65
0.

01
77

(0
.1

31
)

(0
.1

39
)

(0
.0

20
1)

(0
.0

18
8)

(0
.0

19
4)

(0
.0

17
7)

L
og

P
op

u
la

ti
on

1.
92

3∗
1.

37
5

1.
46

9
(1

.0
16

)
(1

.0
22

)
(0

.9
81

)

U
n
em

p
lo

y
m

en
t

R
at

e
-0

.0
10

9
-0

.0
16

4∗

(0
.0

08
09

)
(0

.0
08

30
)

%
V

et
er

an
P

op
u
la

ti
on

3.
34

8
4.

18
9

(5
.3

16
)

(5
.2

27
)

%
P

ri
so

n
-5

9.
23

-5
2.

72
(6

1.
91

)
(6

3.
15

)

V
io

le
n
t

C
ri

m
e

R
at

e
0.

00
01

77
0.

00
02

76
(0

.0
00

39
7)

(0
.0

00
41

4)

M
ed

ia
n

In
co

m
e

-0
.0

00
01

19
∗∗

(0
.0

00
00

51
2)

%
Y

ou
n
g

0.
00

00
49

4
(0

.0
19

1)

%
B

la
ck

0.
00

62
0

(0
.0

26
2)

In
st

ru
m

en
ts

N
on

e
N

on
e

N
on

e
N

on
e

N
on

e
N

on
e

F
S
ta

ti
st

ic
0.

10
6

29
.3

1
90

.3
7

80
.3

4
13

1.
7

12
1.

7
F

ix
ed

E
ff

ec
ts

S
ta

te
S
ta

te
S
ta

te
S
ta

te
S
ta

te
S
ta

te
T

re
n
d

N
on

e
L

in
ea

r
L

in
ea

r
L

in
ea

r
L

in
ea

r
L

in
ea

r
S
td

.
E

rr
or

S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
O

b
se

rv
at

io
n
s

44
3

44
3

44
3

44
3

39
1

39
1

S
ta

n
d
ar

d
er

ro
rs

in
p
a
re

n
th

es
es

∗
p
<

0.
10

,
∗∗

p
<

0.
05

,
∗∗
∗
p
<

0
.0

1,
∗∗
∗∗

p
<

0.
00

1

35



T
ab

le
8:

S
ec

on
d

S
ta

ge
P

la
ce

b
o

F
E

IV
R

eg
re

ss
io

n
s

of
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

es
on

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

w
/

27
th

A
m

en
d
m

en
t

in
st

ru
m

en
t

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

L
og

F
ir

ea
rm

S
u

ic
id

e
R

at
e

L
og

F
ir

ea
rm

S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S

u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S

u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S

u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S

u
ic

id
e

R
at

e
L

og
G

u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

3.
19

7
-0

.0
64

8
-0

.0
16

7
-0

.1
48

0.
59

5
0.

10
3

(9
.6

52
)

(0
.6

16
)

(0
.6

00
)

(0
.5

96
)

(0
.7

29
)

(0
.2

01
)

L
og

P
op

u
la

ti
on

-0
.6

47
-0

.3
19

-1
.2

41
-0

.2
99

(1
.0

95
)

(1
.1

64
)

(0
.9

33
)

(0
.3

12
)

U
n

em
p

lo
y
m

en
t

R
at

e
0.

00
08

84
-0

.0
02

55
0.

00
88

0
0.

00
19

6
(0

.0
08

50
)

(0
.0

06
65

)
(0

.0
14

2)
(0

.0
05

24
)

V
io

le
n
t

C
ri

m
e

R
at

e
0.

00
01

37
0.

00
02

69
-0

.0
00

23
2

-0
.0

00
10

3
(0

.0
00

41
5)

(0
.0

00
70

2)
(0

.0
00

30
3)

(0
.0

00
10

5)

%
V

et
er

an
P

op
u

la
ti

on
3.

63
0

4.
92

2
0.

52
0

2.
94

0∗

(4
.1

42
)

(6
.3

43
)

(4
.1

23
)

(1
.5

47
)

M
ed

ia
n

In
co

m
e

-0
.0

00
00

43
0∗

0.
00

00
03

56
-0

.0
00

00
24

4
(0

.0
00

00
25

8)
(0

.0
00

00
98

7)
(0

.0
00

00
22

1)

%
Y

ou
n
g

0.
00

04
47

-0
.0

01
96

-0
.0

02
79

(0
.0

14
5)

(0
.0

11
0)

(0
.0

05
68

)

%
B

la
ck

-0
.0

24
1

-0
.0

06
18

-0
.0

06
06

(0
.1

11
)

(0
.0

19
3)

(0
.0

08
86

)

%
P

ri
so

n
51

.2
7

28
.1

5∗

(6
6.

46
)

(1
4.

40
)

In
st

ru
m

en
ts

27
th

A
m

en
d
m

en
t

27
th

A
m

en
d

m
en

t
27

th
A

m
en

d
m

en
t

27
th

A
m

en
d

m
en

t
27

th
A

m
en

d
m

en
t

27
th

A
m

en
d

m
en

t
F

ix
ed

E
ff

ec
ts

N
on

e
S
ta

te
S

ta
te

S
ta

te
S

ta
te

S
ta

te
T

re
n
d

N
on

e
L

in
ea

r
L

in
ea

r
L

in
ea

r
L

in
ea

r
L

in
ea

r
S
td

.
E

rr
or

S
ta

te
C

lu
st

er
S

ta
te

C
lu

st
er

S
ta

te
C

lu
st

er
S

ta
te

C
lu

st
er

S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
W

ei
gh

t
U

n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

W
ei

gh
te

d
b
y

P
op

u
la

ti
on

O
b
se

rv
at

io
n

s
44

3
44

3
40

1
40

1
39

1
39

1

S
ta

n
d
a
rd

er
ro

rs
in

p
a
re

n
th

es
es

∗
p
<

0.
10

,
∗∗

p
<

0.
0
5,
∗∗
∗
p
<

0
.0

1
,
∗∗
∗∗

p
<

0.
00

1

36



T
ab

le
9:

IV
an

d
F

E
IV

R
eg

re
ss

io
n
s

of
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

es
on

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

co
n
tr

ol
li
n
g

fo
r

S
ea

rc
h

In
te

n
si

ty
an

d
M

en
ta

l
H

ea
lt

h

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

L
og

F
ir

ea
rm

S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
G

u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

0.
30

3∗
∗

0.
26

8∗
∗

0.
29

1∗
∗

0.
27

8∗
∗

0.
26

1∗
∗

0.
16

6∗
∗∗

∗

(0
.1

21
)

(0
.1

26
)

(0
.1

18
)

(0
.1

15
)

(0
.1

31
)

(0
.0

42
8)

L
og

P
op

u
la

ti
on

-0
.8

21
∗∗

-0
.5

66
-0

.7
82

∗∗
-0

.7
26

∗∗
-0

.6
85

∗∗
-0

.2
64

(0
.3

27
)

(0
.8

52
)

(0
.3

15
)

(0
.3

03
)

(0
.3

13
)

(0
.2

18
)

U
n
em

p
lo

y
m

en
t

R
at

e
0.

00
47

3
0.

00
75

5∗
∗

0.
00

08
66

-0
.0

00
29

9
-0

.0
00

02
53

0.
00

48
0∗

(0
.0

03
23

)
(0

.0
03

58
)

(0
.0

03
77

)
(0

.0
03

76
)

(0
.0

03
92

)
(0

.0
02

84
)

M
ed

ia
n

In
co

m
e

-0
.0

00
00

10
9

-0
.0

00
00

33
7

-0
.0

00
00

12
2

-0
.0

00
00

12
3

-0
.0

00
00

16
4

-0
.0

00
00

22
5

(0
.0

00
00

31
7)

(0
.0

00
00

30
0)

(0
.0

00
00

30
9)

(0
.0

00
00

30
0)

(0
.0

00
00

32
4)

(0
.0

00
00

17
8)

V
io

le
n
t

C
ri

m
e

R
at

e
-0

.0
00

16
7

-0
.0

00
23

8
-0

.0
00

18
9

-0
.0

00
14

9
-0

.0
00

12
9

-0
.0

00
08

32
(0

.0
00

12
8)

(0
.0

00
21

2)
(0

.0
00

12
7)

(0
.0

00
13

1)
(0

.0
00

14
4)

(0
.0

00
09

10
)

%
V

et
er

an
P

op
u
la

ti
on

3.
21

9
2.

82
9

3.
04

2
3.

12
2

3.
49

1
3.

03
2∗

∗

(2
.2

53
)

(2
.7

79
)

(2
.2

06
)

(2
.1

86
)

(2
.4

81
)

(1
.2

73
)

%
Y

ou
n
g

0.
00

84
2

0.
01

37
∗

0.
00

83
0

0.
00

86
2

0.
00

87
3

0.
00

47
6

(0
.0

06
46

)
(0

.0
07

39
)

(0
.0

06
38

)
(0

.0
06

11
)

(0
.0

06
02

)
(0

.0
04

87
)

%
B

la
ck

-0
.0

04
63

0.
01

87
-0

.0
05

51
-0

.0
05

77
-0

.0
06

74
-0

.0
09

26
(0

.0
16

5)
(0

.0
24

4)
(0

.0
16

5)
(0

.0
15

9)
(0

.0
15

1)
(0

.0
08

91
)

%
P

ri
so

n
28

.2
3

10
.5

2
25

.8
3

26
.2

1
23

.2
5

1.
61

3
(2

6.
46

)
(4

6.
11

)
(2

5.
96

)
(2

4.
92

)
(2

5.
85

)
(1

1.
20

)

S
ea

rc
h

In
te

n
si

ty
-0

.0
00

60
7∗

-0
.0

00
61

6∗
-0

.0
00

58
0

-0
.0

00
23

8
(0

.0
00

36
2)

(0
.0

00
35

0)
(0

.0
00

35
8)

(0
.0

00
26

8)

P
sy

ch
ia

tr
is

t
S
ea

rc
h

In
te

n
si

ty
0.

00
05

31
0.

00
04

39
0.

00
02

16
(0

.0
00

53
1)

(0
.0

00
50

5)
(0

.0
00

35
0)

S
el

f
R

ep
or

te
d

M
en

ta
l

H
ea

lt
h

0.
09

57
0.

20
0

(0
.3

91
)

(0
.2

18
)

In
st

ru
m

en
ts

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

G
u
n

B
an

,
2n

d
A

m
en

d
m

en
t

F
ix

ed
E

ff
ec

ts
S
ta

te
S
ta

te
S
ta

te
S
ta

te
S
ta

te
S
ta

te
T

re
n
d

L
in

ea
r

S
ta

te
S
p

ec
ifi

c
L

in
ea

r
L

in
ea

r
L

in
ea

r
S
ta

te
S
p

ec
ifi

c
S
td

.
E

rr
or

S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
S
ta

te
C

lu
st

er
W

ei
gh

t
U

n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

U
n
w

ei
gh

te
d

W
ei

gh
te

d
b
y

p
op

u
la

ti
on

O
b
se

rv
at

io
n
s

45
1

45
1

45
1

45
1

45
0

45
0

S
ta

n
d

a
rd

er
ro

rs
in

p
a
re

n
th

es
es

∗
p
<

0.
1
0
,
∗∗

p
<

0
.0

5,
∗∗
∗
p
<

0.
0
1
,
∗∗
∗∗

p
<

0.
00

1

37



T
ab

le
10

:
IV

an
d

F
E

IV
R

eg
re

ss
io

n
s

of
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

es
on

L
og

G
u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

w
/

D
iff

er
in

g
S
ta

n
d
ar

d
E

rr
or

A
ss

u
m

p
ti

on
s

(1
)

(2
)

(3
)

(4
)

(5
)

L
og

F
ir

ea
rm

S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S

u
ic

id
e

R
at

e
L

og
F

ir
ea

rm
S
u

ic
id

e
R

at
e

L
og

F
ir

ea
rm

S
u
ic

id
e

R
at

e
L

og
G

u
n

B
ac

k
gr

ou
n
d

C
h
ec

k
s

0.
30

3∗
∗∗

0.
30

3∗
∗

0.
30

3∗
∗∗

∗
0.

30
3∗

∗
0.

30
3∗

∗

(0
.1

12
)

(0
.1

21
)

(0
.0

54
5)

(0
.1

28
)

(0
.1

38
)

L
og

P
op

u
la

ti
on

-0
.8

21
∗∗

∗
-0

.8
21

∗∗
-0

.8
21

∗∗
-0

.8
21

∗∗
-0

.8
21

∗

(0
.3

15
)

(0
.3

27
)

(0
.4

16
)

(0
.3

40
)

(0
.4

55
)

U
n
em

p
lo

y
m

en
t

R
at

e
0.

00
47

3
0.

00
47

3
0.

00
47

3
0.

00
47

3
0.

00
47

3
(0

.0
03

73
)

(0
.0

03
23

)
(0

.0
04

68
)

(0
.0

03
24

)
(0

.0
03

51
)

M
ed

ia
n

In
co

m
e

-0
.0

00
00

10
9

-0
.0

00
00

10
9

-0
.0

00
00

10
9

-0
.0

00
00

10
9

-0
.0

00
00

10
9

(0
.0

00
00

23
2)

(0
.0

00
00

31
7)

(0
.0

00
00

11
1)

(0
.0

00
00

34
7)

(0
.0

00
00

32
8)

V
io

le
n
t

C
ri

m
e

R
at

e
-0

.0
00

16
7

-0
.0

00
16

7
-0

.0
00

16
7∗

∗
-0

.0
00

16
7

-0
.0

00
16

7
(0

.0
00

13
2)

(0
.0

00
12

8)
(0

.0
00

06
85

)
(0

.0
00

14
2)

(0
.0

00
14

8)

%
V

et
er

an
P

op
u
la

ti
on

3.
21

9∗
3.

21
9

3.
21

9
3.

21
9

3.
21

9
(1

.6
92

)
(2

.2
53

)
(2

.7
71

)
(2

.6
43

)
(2

.3
69

)

%
Y

ou
n
g

0.
00

84
2

0.
00

84
2

0.
00

84
2∗

0.
00

84
2

0.
00

84
2

(0
.0

06
21

)
(0

.0
06

46
)

(0
.0

05
08

)
(0

.0
06

28
)

(0
.0

07
48

)

%
B

la
ck

-0
.0

04
63

-0
.0

04
63

-0
.0

04
63

-0
.0

04
63

-0
.0

04
63

(0
.0

14
3)

(0
.0

16
5)

(0
.0

15
3)

(0
.0

17
9)

(0
.0

18
8)

%
P

ri
so

n
28

.2
3

28
.2

3
28

.2
3∗

28
.2

3
28

.2
3

(2
2.

54
)

(2
6.

46
)

(1
4.

80
)

(2
8.

68
)

(2
8.

56
)

F
ix

ed
E

ff
ec

ts
S
ta

te
S
ta

te
S

ta
te

S
ta

te
S
ta

te
T

re
n
d

L
in

ea
r

L
in

ea
r

L
in

ea
r

L
in

ea
r

L
in

ea
r

S
td

.
E

rr
or

C
on

ve
n
ti

on
al

H
u
b

er
-W

h
it

e
R

eg
io

n
C

lu
st

er
J
ac

k
k
n
if

e
B

o
ot

st
ra

p
O

b
se

rv
at

io
n
s

45
1

45
1

45
1

45
1

45
1

S
ta

n
d

ar
d

er
ro

rs
in

p
ar

en
th

es
es

∗
p
<

0.
10

,
∗∗

p
<

0.
05

,
∗∗
∗
p
<

0
.0

1,
∗∗
∗∗

p
<

0.
00

1

38


	Introduction
	Related Literature
	Data
	Empirical Analysis
	Conclusion

